
Journal of Statistical Research ISSN 0256 - 422 X
2006, Vol. 40, No. 1, pp. 23–34
Bangladesh

A METHOD OF OBTAINING DISTRIBUTIONS OF
TRANSFORMED RANDOM VARIABLES BY USING THE

HEAVISIDE AND THE DIRAC GENERALIZED FUNCTIONS

Aladdin Shamilov

Department of Statistics, Anadolu University, Eskisehir, Turkey

Email: asamilov@anadolu.edu.tr

Ali Fuat Yuzer

Department of Statistics, Anadolu University, Eskisehir, Turkey

Email: afyuzer@anadolu.edu.tr

Embiya Agaoglu

Department of Statistics, Anadolu University, Eskisehir, Turkey

Email: eagaoglu@anadolu.edu.tr

Yeliz mert

Department of Statistics, Anadolu University, Eskisehir, Turkey

Email: ymert@anadolu.edu.tr

summary

Chi AU and Judy TAM in [1] and Samia WAHED and M.Masoom ALI in [2]
compared the method of using the Dirac generalized function [3], [4] with the
conventional Change of Variable Technique of transformed continuous random
variables for several distributions. In the present article, we have applied the
concept of generalized probability density function based on the Heaviside and
the Dirac generalized functions for transformed random variables to obtain the
distributions of several transformed discrete and continuous random variables.
Moreover, we give a theorem for obtaining the joint distribution of a system of
transformed continuous random variables and some of its applications.
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1 Introduction

The importance of the method of finding the probability density function of a function of
one or more continuous random variables using the Dirac generalized function [6] was argued
in [1], [2], [3] and [4].

The method which uses the Heaviside and the Dirac generalized functions in obtaining
distributions and probability density functions of transformed random variables possesses
some advantages, compared to the conventional change-of-variable technique.

We note that the method of obtaining distributions of transformed random variables by
using the Heaviside and the Dirac generalized functions can simply operates even in the case,
when the condition of the existence of a one-to-one transformation between the given vari-
ables and transformed variables is not fulfilled. However, the conventional change-of-variable
technique operates under the conditions of the existence of a one-to-one transformation and
of the computation of the Jacobian, which additionally must be different from zero. It
should be noted that limitations of the change of variables technique are discussed in detail
in [2].

2 Variables Of Discrete Type

Theorem 1. Suppose that Xi (i = 1, ..., n) are discrete random variables with joint proba-
bility distribution f(x1, ..., xn). Let A be n-dimensional set of every possible outcome of the
Xi’s. Then the random variable

Y = ϕ(X1, ..., Xn) (2.1)

has the probability distribution given by

G(y) = P (Y < y) = P (ϕ(x1, ..., xn) < y)

=
∑

(x1,...,xn)∈A

f(x1, ..., xn)H(y − ϕ(x1, ..., xn)), (2.2)

where

H(y − ϕ(x1, ..., xn)) =

 1, if y − ϕ(x1, ..., xn) > 0

0, if y − ϕ(x1, ..., xn) ≤ 0

H-Heaviside generalized function [5].

Theorem 2. The random variable

Y = ϕ(X1, ..., Xn)

of (2.1) has the generalized probability density function given by

g(y) = G′(y)
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=
∑

(x1,...,xn)∈A

f(x1, ..., xn)H ′(y − ϕ(x1, ..., xn))

=
∑

(x1,...,xn)∈A

f(x1, ..., xn)δ(y − ϕ(x1, ..., xn)), (2.3)

where δ(.) is the Dirac generalized function.

Remark: The function G(y) is not differentiable in the ordinary sense. But it is differ-
entiable in the sense of generalized functions. Formula (2.3) expresses a generalized function
using generalized functions. Therefore we can consider random variables of discrete or con-
tinuous types by the same approach.

Example 2.1. Let X, Y are discrete random variables with joint probability distribution

f(xi, yj) =

 0, if i+ j 6= 7 i, j = 1, ..., 6
1
6 , if i+ j = 7 xi = i; yj = j.

Find the distribution of the variable Z = X + Y.

Solution. By (2.2) the distribution of Z is obtained as following.

G(z) = P (Z < z) = P (X + Y < z)

=
6∑

i,j=1

f(xi, yj)H(z − (xi + yj)) =

 0, if z < 7

1, if z > 7

= H(z − 7).

By Theorem 2, we have

g(z) = G′(z) = H ′(z − 7) = δ(z − 7).

Example 2.2. Under conditions of example 1, find the distribution of Z = X2 + Y.

Solution. By (2.2) the distribution of Z is obtained as follows.

G(z) = P (Z < z) = P (X2 + Y < z)

=
6∑

i,j=1

f(xi, yj)H(z − (x2
i + yj))

=
1
6
H(z − 7) +

1
6
H(z − 9) +

1
6
H(z − 13) +

1
6
H(z − 19)

+
1
6
H(z − 27) +

1
6
H(z − 37).

By Theorem 2, we have
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g(z) = G′(z) =
1
6
{δ(z − 7) + δ(z − 9) + δ(z − 13) + δ(z − 19)

+δ(z − 27) + δ(z − 37)}.

3 Variables of Continuous Type

Theorem 3. Suppose that Xi (i = 1, ..., n) are continuous random variables with joint
probability density f(x1, ..., xn). Let A be the n-dimensional set of every possible outcome of
the Xi’s. Then the random variable

Y = ϕ(X1, ..., Xn) (3.1)

has the probability distribution function given by

G(y) = P (Y < y) = P (ϕ(x1, ..., xn) < y)

=
∫

. . .

D(y)

∫
f(x1, . . . , xn)× dx1 . . . dxn

=
∫

. . .

A

∫
f(x1, . . . , xn)× H(y − ϕ(x1, . . . , xn)) dx1 . . . dx,n (3.2)

where D(y) = {(x1, ..., xn) ∈ A : ϕ(x1, ..., xn) < y}, and H is as defined in (2.2).

Theorem 4. The random variable

Y = ϕ(X1, ..., Xn)

of (3.1) has the probability density function given by

g(y) = G′(y)

=
∫

. . .

A

∫
f(x1, . . . , xn)× δ(y − ϕ(x1, . . . , xn))dx1 . . . dxn. (3.3)

Proof. The relationship H ′(t) = δ(t) exists between the Heaviside and the Dirac generalized
functions. Consequently,

H ′(y − ϕ(x1, ..., xn)) = δ(y − ϕ(x1, ..., xn))

and (3.3) follows from the formula (3.2).
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We note that Theorem 4 is a corollary of Theorem 3 and coincides with Theorem 2 of
[1].

Example 3.1. Let X be a continuous random variable with probability density function
f(x), x ∈ [a,∞), and y = ϕ(x) be a differentiable monotone function. Find the distribution
of Y = ϕ(X).

Solution (By definition of distribution). We have

G(y) = P (Y < y) = P (ϕ(x) < y) =
∫
D(y)

f(x) dx,

where D(y) = {x : ϕ(x) < y, x ∈ (a,∞)}.Since ϕ(.) is monotone, then D(y) = {x :
ψ(y) ∧ ψ(a) < x < ψ(y) ∨ ψ(a)}, where ψ(.) is inverse function of ϕ(.).

Then
g(y) = G′(y) = f(ψ(y)) |ψ′(y)| .

By Theorem 4, we have

g(y) =
∫ ∞

a

f(s)δ(ϕ(s)− y)ds,

where
δ(ϕ(s)− y) =

1
|ϕ′(s)|

δ(s) =
1
1

|ψ′(y)|
δ(s)

= |ψ′(y)| δ(s).

Consequently,

g(y) =
∫ ∞

a

f(s) |ψ′(y)| δ(y)ds = |ψ′(y)| f(ψ(y)).

Example 3.2. Let X1 and X2 are two independently distributed random variables, where
X1 v Gamma(α, 1) and X2 v Gamma(β, 1) with densities fX1 , and fX2 . Show that
Y = X1 +X2 has a Gamma(α+ β, 1) distribution.

Solution (By using definition of distribution).
Note that

G(y) =
∫ ∞

0

dx1

∫ y−x1

0

xα−1
1 xβ−1

2 e−(x1+x2)

Γ(α)Γ(β)
dx2.

Then,

g(y) = G′(y) =
1

Γ(α)Γ(β)

∞∫
0

xα−1
1 e−x1(y − x1)β−1e−(y−x1)dx1
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=
e−yyβ−1

Γ(α)Γ(β)

∞∫
0

xα−1
1 (1− x1

y
)β−1dx1.

By substitution
x1

y
= t, we get

g(y) =
e−yyβ−1

Γ(α)Γ(β)

1∫
0

(yt)α−1(1− t)β−1ydt,

or

g(y) =
e−yyα+β−1

Γ(α+ β)
.

Solution (By Theorem 4).
By applying formula (3.3) we have

g(y) =

∞∫
0

∞∫
0

1
Γ(α)Γ(β)

xα−1
1 xβ−1

2 e−(x1+x2)δ((x2 + x1)− y)dx1dx2.

By

δ(x1 + x2 − y) = δ(x2 − (y − x1))

we get

g(y) =
1

Γ(α)Γ(β)

∞∫
0

xα−1
1 e−x1


∞∫
0

xβ−1
2 e−x2δ(x2 − (y − x1))dx2

 dx1

=
1

Γ(α)Γ(β)

∞∫
0

xα−1
1 e−x1 ×

{
(y − x1)β−1e−(y−x1)

}
dx1

=
e−y

Γ(α)Γ(β)

∞∫
0

xα−1
1 (y − x1)β−1dx1 =

yα+β−1e−y

Γ(α+ β)
.

Solution (By using change of variable technique).
Define

Y1 = X1 +X2, x1 = y1y2

Y2 =
X1

X1 +X2
, x2 = y1(1− y2).
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Then the Jacobian is
J = −y1.

Consequently,

g(y1, y2) = |y1|
1

Γ(α)Γ(β)
(y1y2)α−1 × (y1(1− y2))β−1e−y1

=
yα−1
2 (1− y2)β−1

Γ(α)Γ(β)
yα+β−1
1 e−y1 , 0 < y1, y2 <∞.

Hence

g(y1) =

1∫
0

g(y1, y2)dy2

=
yα+β−1
1 e−y

Γ(α)Γ(β)

1∫
0

yα−1
2 (1− y2)β−1dy2,

=
yα+β−1
1 e−y1

Γ(α+ β)
.

Next we shall give some essential auxiliary facts to present a generalization of Theorem
4 for system of transformed random variables. Let be

H(x) =
n∏
i=1

H(xi), x = (x1, ..., xn); H(xi) =

 1, if xi > 0

0, if xi ≤ 0
,

then this function defines a linear functional called the Heaviside generalized function on
the set of test functions:

(H, g) =
∫
En

H(x)g(x)dx =

∞∫
−∞

...

∞∫
−∞

g(x1, ..., xn)dx1...dx2,

where g is arbitrary test function.
If

δ(x) =
n∏
i=1

δ(xi), x = (x1, ..., xn);

then in the sense of generalized functions the equality

∂nH

∂y1...∂yn
= δ(x), x = (x1, ..., xn) (3.4)

holds.
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The formula (3.4) means that for an arbitrary test function g, we have

(H,
∂ng

∂x1...∂xn
) =

∫
En

H(x)
∂ng

∂x1...∂xn
dx1...dx2 = (−1)nϕ(0, ..., 0)

= (−1)n
∫
En

H(x)g(x)dx;

δ(ϕ(x)) =
m∑
k=1

1∣∣∣D(ϕ1,...,ϕn)
D(x1,...,xn)

∣∣∣δ(x− x(k)),

where xk ∈ En, k = 1, ...,m such that ϕi(xk) = 0, i = 1, ..., n;
D(ϕ1,...,ϕn)
D(x1,...,xn) |x=xk 6= 0.
The formula (3.4) also means a generalized function. That is, if f(x) is a continuous

function, x ∈ En, then following equality holds:∫
En

f(x)δ(x)dx =
m∑
k=1

f(xk)
1

D(ϕ1,...,ϕn)
D(x1,...,xn) |x=xk

.

A generalization of Theorem 4 for system of transformed random variables is following.

Theorem 5. Let X = (X1, ..., Xn) be continuous random vector with joint probability den-
sity function f(x), x ∈ A, A ⊂ En, where A is the n-dimensional set of every possible
outcome of the X′s. Then the random variable

Y = ϕ(X), Y = (Y1, ..., Yr), r ≤ n

has the generalized probability density function given by

g(y) =
∫
A

f(x)δ(y − ϕ(x))dx, (3.5)

where δ is the Dirac generalized n-dimensional function:

δ(x) =
n∏
i=1

δ(xi), x = (x1, ..., xn).

Proof: The distribution function of Y is given by

G(y) = P (Y < y) =
∫

D(y)

f(x)dx,

where
D(y) = {x ∈ A : ϕ(x) < y},
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or
G(y) = P (Y < y) =

∫
A

f(x)H(y − ϕ(x))dx.

Then the random variable Y = ϕ(x), Y = (Y1, ..., Yr) has the generalized p.d.f. given by

g(y) =
∂rG(y)
∂y1...∂yr

=
∫
A

f(x)
∂rH(y − ϕ(x))

∂y1...∂yr
dx,

=
∫
A

f(x)
r∏
i=1

H ′(yi − ϕi(x))dx

=
∫
A

f(x)δ(y − ϕ(x))dx,

or
g(y) =

∫
A

f(x)δ(y − ϕ(x))dx.

Theorem 5 is proved.
Theorem 5 indicates that if the number of transformed variables is not equal to the

number of the given variables then the method of obtaining distributions of transformed
vector variables by using Dirac generalized n-dimensional functions operates successfully.

The following example is an application of Theorem 5.

Example 3.3. Let X1, X2, X3 be independently distributed random variables with joint
Chi-square density function

fXi
(xi) =

x
1
2
i e

−xi

2

Γ( 1
2 )2

1
2

.

Let
Y1 = ϕ1(X1, X2) =

X1

X2
, Y2 = ϕ2(X1, X2) =

X3

X1 +X2
.

Find the joint probability density function of (Y1, Y2).

Solution: In order to apply Theorem 5, we have to solve the system

y1,=
x1

x2
; y2 =

x3

x1 + x2

with respect to x1 and x2, to get

x1 =
y1x3

(y1 + 1)y2
, x2 =

x3

(y1 + 1)y2
.

The Jacobian of latter system is
−x2

3

(y1 + 1)2y3
2

.



32 SHAMILOV, YUZER, AGAOGLU, & MERT

By virtue of Theorem 5 the joint probability density function of (Y1, Y2) is given by:

f(y1, y2) =

∞∫
0

∞∫
0

∞∫
0

f(x)δ(y − ϕ)dx

=

∞∫
0

∞∫
0

∞∫
0

f(x1, x2, x3) δ(y1 − ϕ1) δ(y2 − ϕ2) dx1dx2dx3

=

∞∫
0

∞∫
0

∞∫
0

fX1(x1) fX2(x2) fX3(x3) δ(y1 − ϕ1)δ(y2 − ϕ2)dx1dx2dx3

=

∞∫
0

fX1(
y1x3

(y1 + 1)y2
) fX2(

x3

(y1 + 1)y2
)×

∣∣∣∣ −x2
3

(y1 + 1)2y3
2

∣∣∣∣ dx3

=

∞∫
0

(
y1x3

(y1 + 1)y2
)
1
2 e

−
y1x3

2(y1 + 1)y2
i (

x3

(y1 + 1)y2
)
1
2 e

−
x3

2(y1 + 1)y2 x
1
2
3 e

x3

2

Γ( 1
2 )32

3
2

×
∣∣∣∣ −x2

3

(y1 + 1)2y3
2

∣∣∣∣ dx3

=
23 Γ(

9
2
) y

1
2
1 y

1
2
2

Γ( 1
2 )3 (1 + y1)3(1 + y2)9/2

,

or

f(y1, y2) =
23 Γ(

9
2
) y

1
2
1 y

1
2
2

Γ( 1
2 )3 (1 + y1)3(1 + y2)9/2

, y1 > 0, y2 > 0.

The following example is solved by using another method in [7].

Example 3.4. (see [7] ) Let (X ,Y ) be random vector variable with joint probability density
function:

fXY (x, y) =
1

2πσ2
e
−

(x2 + y2)
2σ2 .

Find the probability density function g(z, w) of vector variable (Z,W ), where

Z =
√
X2 + Y 2; W =

Y

X
. (3.6)

Solution.
D(x, y)
D(z, w)

=

√
x2 + y2

x2
,
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and the system (3.6) with respect to x, y has the following solutions

x(k) = ± z√
1 + w2

; y(k) = ± wz√
1 + w2

, k = 1, 2.

This means that between x, y and z, w a one-to-one transformation does not exist. By
using Theorem 5, we get

g(z, w) =

∞∫
−∞

∞∫
−∞

f(x, y)δ(z −
√
x2 + y2)δ(w − y

x
)dx dy

=
2∑
k=1

f(x(k), y(k))×

∣∣∣∣∣ x2√
x2 + y2

∣∣∣∣∣
=

z

1 + w2
{f(

z√
1 + w2

,
wz√

1 + w2
) + f(− z√

1 + w2
,

wz√
1 + w2

)},

g(z, w) =
ze

−
z2

2σ2

πσ2(1 + w2)
.

This example shows that the method generalized by Dirac n-dimensional generalized func-
tion (Theorem 5) operates simply even in the case, when a one-to-one transformation be-
tween the given random variables and transformed random variables does not exist. In this
case conventional change-of-variable technique doesn’t work.

4 Discussion

This article presents an approach to determine probability distributions of the functions of
random variables using the Heaviside and the Dirac generalized functions. On the basis
of this approach, a generalized probability density function concept is defined and the fact
that both discrete and continuous random variables, in the sense of generalized functions,
have the same nature is showed. Selecting an effective mathematical approach allows us
to similarly examine problems and concepts which seem to be different. The concept of
generalized probability density function for different random variables serves in accordance
with this objective to certain extent.

The method using the Heaviside and the Dirac generalized functions have important
advantages compared to conventional change-of-variable technique. The mentioned advan-
tages are showed on examples. However, we should be careful about that each technique
has some advantages and disadvantages for special encountered problems.

The expression of the distribution of discrete random variables by the aid of the Heaviside
function is given in Theorem 1 and the expression of the density function of the discrete
random variables by the aid of the Dirac function is given in Theorem 2.
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Theorem 3 and Theorem 4 express analogical statements belonging to continuous random
variables.

By Theorem 5 distributions of system of transformed random variables are obtained
when the number of transformed variables is not equal to the number of the given variables
and an one-to-one transformation between the given variables and transformed variables is
not fulfilled.

The method given by Theorem 5 operates simply even in the case, when the condition
of the existence of a one-to-one transformation between the given random variables and
transformed variables is not fulfilled.

Class of random variables that is investigated for the distributions is significantly ex-
panded by the concept of generalized density function. Therefore, the concept of generalized
density function may give some contributions in some fields of theoretical statistics.

References

[1] Chi Au, and Judy Tam (1999), Transforming Variables Using The Dirac generalized
Functions, American Statistician, Vol 53., no 3.

[2] Samia Wahed, M.Masoom Ali (2001), Dirac Generalization Function: An Alternative
to the Change of Variable Technique, Journal of Statistical Research, Vol. 35, No. 2,
pp 57-70, Bangladesh.

[3] Pugachev, V.S. (1962), Teori Sluchainikch funksiy, p.883, Fiz.Mathgiz., Moskov.

[4] Pugachev, V.S. (1968), Vvedenie v teoriu veroyatnostey, p. 368, Nauka, Moskov.

[5] Kolmogorov,A.N., Fomin,S.V.(1975) Introductory Real Analysis, New York: Dover
Publication.

[6] Gelfand, I. M., G. E.Shilov (1964) Generalized Functions, volume 1, New York and
London: Academic Press.

[7] Papoulis, A. (1991) Probability, Random Variables, and Stochastic Processes, 142,
McGraw-Hill.


