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SUMMARY

The concept of generalized order statistics (gos) was introduced by Kamps (1995). Since
generalized order statistics is an unified approach of other ordered random scheme, there-
fore, recurrence relations between moments of generalized order statistics is of special
interest. In this paper some recurrence relations for moments of generalized order statistics
from doubly truncated Makeham distribution are obtained. Further, the results are deduced
for order statistics and record values. In the last section a characterization theorem is pre-
sented.
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1 Introduction

Let X1, . . . , Xn be a sequence of independent and identically distributed random variables (rvs)

with absolutely continuous distribution function (df) F (x) and probability density function (pdf)

f(x), x ∈ (α, β). Let n ∈ N , n ≥ 2, k > 0, m̃ = (m1, . . . ,mn−1) ∈ Rn−1, Mr =
n−1∑
j=r

mj , such

that γr = k + n − r + Mr > 0 for all r ∈ {1, . . . , n − 1}. Then X(r, n, m̃, k), r = 1, . . . , n are
called gos if their joint pdf is given by

k
( n−1∏
j=1

γj

)( n−1∏
i=1

[1− F (xi)]
mi f(xi)

)
[1− F (xn)]k−1 f(xn) (1.1)

on the cone F−1(0) ≤ x1 · · · ≤ xn ≤ F−1(1) of Rn.
If mi = 0, i = 1, . . . , n − 1 and k = 1, we obtain the joint pdf of the order statistics and for

mi = −1, k ∈ N , we get the joint pdf of kth record values.
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In view of (1.1) with mi = m, i = 1, . . . n− 1, the pdf of rth gos, X(r, n,m, k) is

fX(r,n,m,k)(x) =
Cr−1

(r − 1)!
[F̄ (x)]γr−1 f(x) gr−1m (F (x)) (1.2)

and the joint pdf of X(r, n,m, k) and X(s, n,m, k), 1 ≤ r < s ≤ n, is

fX(r,s,n,m,k)(x, y) =
Cs−1

(r − 1)! (s− r − 1)!
[F̄ (x)]m gr−1m (F (x))[hm(F (y))− hm(F (x))]s−r−1

× [F̄ (y)]γs−1 f(x) f(y), α ≤ x < y ≤ β, (1.3)

where

F̄ (x) = 1− F (x), Cr−1 =

r∏
i=1

γi, hm(x) =


− 1

m+ 1
(1− x)m+1 , m 6= −1

log
( 1

1− x

)
, m = −1

and gm(x) = hm(x)− hm(0) =

∫ x

0

(1− t)mdt, x ∈ [0, 1).

Makeham distribution is an important life distribution and has been widely used to fit actuarial data
(see, Marshall and Olkin, 2007). For a description on the genesis and applications of Makeham
distribution one may refer to Makeham (1860).

A random variable X is said to have Makeham distribution if its pdf is of the form

f1(x) = [1 + θ(1− e−x)]e−x−θ(x+e
−x−1), x ≥ 0, θ ≥ 0 (1.4)

with the corresponding df

F1(x) = 1− e−x−θ(x+e
−x−1), x ≥ 0, θ ≥ 0. (1.5)

Now if for given P1 and Q1∫ Q1

0

f1(x)dx = Q and
∫ P1

0

f1(x)dx = P,

then the truncated pdf is given by

f(x) =
1

P −Q
[1 + θ(1− e−x)]e−x−θ(x+e

−x−1), Q1 ≤ x ≤ P1 (1.6)

and corresponding truncated df F (x) is

F̄ (x) =
f(x)

1 + θ(1− e−x)
− P2, (1.7)

where

1− P = e−P1−θ(P1+e
−P1−1), 1−Q = e−Q1−θ(Q1+e

−Q1−1), Q2 =
1−Q
P −Q

and P2 =
1− P
P −Q

.
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Some recurrence relations for moments of generalized order statistics are obtained by Kamps
(1995), Cramer and Kamps (2000), Kamps and Cramer (2001), Pawlas and Szynal (2001), Ahmad
and Fawzy (2003), Athar and Islam (2004), Ahmad (2007), Khan et al. (2007) among others. Here
in this paper, we have obtained recurrence relations for single and product moments of general-
ized order statistics from doubly truncated Makeham distribution and its various deductions and
particular cases are discussed. At the end characterization of this distribution through conditional
expectation is presented.

2 Single Moments
Lemma 2.1. For 2 ≤ r ≤ n, n ≥ 2 and k = 1, 2, . . . ,

(i) E
[
Xj(r, n,m, k)

]
− E

[
Xj(r − 1, n,m, k)

]
=

Cr−2
(r − 1)!

j

∫ P1

Q1

xj−1[F̄ (x)]γrgr−1m

(
F (x)

)
dx. (2.1)

(ii) E
[
Xj(r − 1, n,m, k)

]
− E

[
Xj(r − 1, n− 1,m, k)

]
= − (m+ 1)Cr−2

γ1(r − 2)!
j

∫ P1

Q1

xj−1[F̄ (x)]γrgr−1m

(
F (x)

)
dx. (2.2)

(iii) E
[
Xj(r, n,m, k)

]
− E

[
Xj(r − 1, n− 1,m, k)

]
=

Cr−1
γ1(r − 1)!

j

∫ P1

Q1

xj−1[F̄ (x)]γrgr−1m

(
F (x)

)
dx. (2.3)

Proof. We have by Athar and Islam (2004),

E
[
ξ{X(r, n,m, k)}

]
− E

[
ξ{X(r − 1, n,m, k)}

]
=

Cr−2
(r − 1)!

∫ β

α

ξ′(x)
[
F̄ (x)

]γr
gr−1m

(
F (x)

)
dx, (2.4)

where ξ(x) is a Borel measurable function of x ∈ (α, β). The equation (2.1) can be established by
letting ξ(x) = xj in the (2.4). Relations (2.2) and (2.3) can be seen on the lines of (2.1).

Theorem 1. For the given Makeham distribution and n ∈ N, m ∈ R, 2 ≤ r ≤ n,

E
[
Xj(r, n,m, k)

]
− E

[
Xj(r − 1, n− 1,m, k)

]
= −P2 K

{
E
[
Xj(r, n− 1,m, k +m)

]
− E

[
Xj(r − 1, n− 1,m, k +m)

]}
+

j

γ1
E
[
ψ{X(r, n,m, k)}

]
, (2.5)

where

K =
C

(n−1)
r−2

C
(n−1,k+m)
r−2

=

r−1∏
i=1

γ
(n−1)
i

γ
(n−1)
i +m

, γ
(n−1)
i = k+(n−i−1)(m+1), ψ(x) =

xj−1

1 + θ(1− e−x)
.



66 Athar, Nayabuddin, & Khwaja

Proof. In view of (1.7) and (2.3), we have

E
[
Xj(r, n,m, k)

]
− E

[
Xj(r − 1, n− 1,m, k)

]
=

Cr−1
γ1(r − 1)!

j

∫ P1

Q1

xj−1
[
F̄ (x)

]γr−1{− P2 +
f(x)

1 + θ(1− e−x)

}
gr−1m

(
F (x)

)
dx

= −P2

C
(n−1)
r−2

(r − 1)!
j

∫ P1

Q1

xj−1
[
F̄ (x)

]γ(n−1,k+m)
r gr−1m

(
F (x)

)
dx

+
j

γ1

Cr−1
(r − 1)!

∫ P1

Q1

ψ(x)
[
F̄ (x)

]γr−1
gr−1m

(
F (x)

)
f(x)dx

as γr − 1 = γ
(n−1,k+m)
r = (k + m) + (n − 1 − r)(m + 1), Cr−1 = γ1C

(n−1)
r−2 and hence the

required result.

Remark 1. At P = 1, Q = 0, we get the relation for non-truncated case

E
[
Xj(r, n,m, k)

]
− E

[
Xj(r − 1, n− 1,m, k)

]
=

j

γ1
E
[
ψ{X(r, n,m, k)}

]
.

Remark 2. Recurrence relation for single moments of order statistics (m = 0, k = 1) is

E(Xj
r:n)− E(Xj

r−1:n−1) = −P2

{
E(Xj

r:n−1)− E(Xj
r−1:n−1)

}
+
j

n
E[ψ(Xr:n)]

or E(Xj
r:n) = −P2E(Xj

r:n−1) +Q2E(Xj
r−1:n−1) +

j

n
E[ψ(Xr:n)].

At j = 1, result is obtained by Aboutahoun and Al-Otaibi (2009).
By convention, we use Xn:n−1 = P1 and X0:n−1 = Q1.

Remark 3. For kth record statistic (m = −1), recurrence relation for single moments reduces as

E(X(k)
r )j − E(X

(k)
r−1)j = −P2

( k

k − 1

)r−1{
E(X(k−1)

r )j − E(X
(k−1)
r−1 )j

}
+
j

k
E[ψ(X(k)

r )].

Similarly, the recurrence relation for single moments of order statistics with non-integral sample
size for m = 0, k = α− n+ 1, α ∈ R+ and for sequential order statistics for m = α− 1, k = α

may be obtained.

Theorem 2. For the given Makeham distribution and n ∈ N, m ∈ R, 2 ≤ r ≤ n,

E
[
Xj(r, n,m, k)−Xj(r − 1, n− 1,m, k)

]
=

(P −Q)

γ1
K∗ j E[φ{X(r, n,m, k + 1)}] (2.6)

=
j

γ1

[
− (1− P )E[ψ{X(r, n,m, k)}] + E[φ{X(r, n,m, k)}]

]
, (2.7)

where

φ(x) =
xj−1e{x+θ(x+e

−x−1)}

1 + θ(1− e−x)
, K∗ =

Cr−1

Ck+1
r−1

=

r∏
i=1

( γi
γi + 1

)
.
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Proof. On using (1.6) in (2.3), we get

E
[
Xj(r, n,m, k)

]
− E

[
Xj(r − 1, n− 1,m, k)

]
=

Cr−1
γ1(r − 1)!

j

∫ P1

Q1

xj−1[F̄ (x)]γr
{ (P −Q)e{x+θ(x+e

−x−1)}

1 + θ(1− e−x)
f(x)

}
gr−1m

(
F (x)

)
dx

=
(P −Q)

γ1

Cr−1

C
(k+1)
r−1

j
{ C(k+1)

r−1
(r − 1)!

∫ P1

Q1

φ(x)[F̄ (x)]γ
(k+1)
r −1gr−1m

(
F (x)

)
f(x)dx

}
,

where γ(k+1)
r = (k + 1) + (n− r)(m+ 1) and hence the theorem.

To prove (2.7), note that

F̄ (x)

f(x)
=

1

1 + θ(1− e−x)
− (1− P )

e{x+θ(x+e
−x−1)}

1 + θ(1− e−x)

and the result follows from (2.3).

Theorem 3. For the given Makeham distribution and n ∈ N, m ∈ R, 2 ≤ r ≤ n,

E
[
Xj(r, n,m, k)

]
− E

[
Xj(r − 1, n,m, k)

]
= −P2 K

∗∗ E[Xj(r, n− 1,m, k +m)]− E[Xj(r − 1, n− 1,m, k +m)]

+
j

γr
E[ψ{X(r, n,m, k)}], (2.8)

where

K∗∗ =
Cr−2

Cn−1,k+mr−2
=

r−1∏
i=1

( γi

γ
(n−1)
i +m

)
=

r−1∏
i=1

( γi
γi − 1

)
.

Proof. Proof follows on the lines of Theorem 2.1 using (1.7) in (2.1).

3 Product Moments

Theorem 4. For the given Makeham distribution and 1 ≤ r < s ≤ n − 1, m ∈ R, n ≥ 2 and
k = 1, 2, . . .

E[Xi(r, n,m, k).Xj(s, n,m, k)]− E[Xi(r, n,m, k).Xj(s− 1, n,m, k)]

= −P2K1

{
E[Xi(r, n− 1,m, k +m).Xj(s, n− 1,m, k +m)]

− E[Xi(r, n− 1,m, k +m).Xj(s− 1, n− 1,m, k +m)]
}

+
j

γs
E
[
ψ{X(r, n,m, k).X(s, n,m, k)}

]
, (3.1)
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where

ψ{X(r, n,m, k).X(s, n,m, k)} =
xi.yj−1

1 + θ(1− e−y)

K1 =
Cs−2

C
(n−1,k+m)
s−2

=

s−1∏
i=1

( γi

γ
(n−1)
i +m

)
=

s−1∏
i=1

( γi
γi − 1

)
.

Proof. In view of Athar and Islam (2004), we have

E[Xi(r, n,m, k).Xj(s, n,m, k)]− E[Xi(r, n,m, k).Xj(s− 1, n,m, k)]

=
Cs−1

γs(r − 1)!(s− r − 1)!
j

∫ P1

Q1

∫ P1

x

xiyj−1[F̄ (x)]mf(x)gr−1m

(
F (x)

)
× [hm

(
F (y)

)
− hm

(
F (x)

)
]s−r−1[F̄ (y)]γsdy dx. (3.2)

Now using (1.7) in (3.2), we get

=
Cs−1

γs(r − 1)!(s− r − 1)!
j

∫ P1

Q1

∫ P1

x

xiyj−1[F̄ (x)]mf(x)gr−1m

(
F (x)

)
× [hm

(
F (y)

)
− hm

(
F (x)

)
]s−r−1[F̄ (y)]γs−1

{
− P2 +

f(y)

1 + θ(1− e−y)

}
dy dx.

Hence (3.1) can be established after noting that γs − 1 = γ
(n−1,k+m)
s , Cs−1 = γsCs−2.

Remark 4. Recurrence relation between product moments of order statistics (m = 0, k = 1) is

E
(
X(i,j)
r,s:n

)
= E

(
X

(i,j)
r,s−1:n

)
− P2

n

n− s+ 1

{
E
(
X

(i,j)
r,s:n−1

)
− E

(
X

(i,j)
r,s−1:n−1

)}
+

j

n− s+ 1
E
[
ψ(Xr,s:n)

]
. (3.3)

At i = j = 1, (3.3) reduces to result obtained by Aboutahoun and Al-Otaibi (2009).

Remark 5. Recurrence relation for product moments of k− th record value (at m = −1) is given as

E(X(k)
r,s )(i,j))−E(X

(k)
r,s−1)(i,j) = −P2

( k

k − 1

)s−1{
E(X(k−1)

r,s )(i,j))−E(X
(k−1)
r,s−1 )(i,j)

}
+
j

k
E
[
ψ(X(k)

r,s )
]
.

4 Characterization

LetX(r, n,m, k), r = 1, 2, . . . be gos, then the conditional pdf ofX(s, n,m, k) givenX(r, n,m, k) =

x, 1 ≤ r < s ≤ n, in view of (1.2) and (1.3) is

fs|r(y|x) =
Cs−1

(s− r − 1)!Cr−1
[F̄ (x)]m−γr+1[hm(F (y))− hm(F (x))]s−r−1[F̄ (y)]γs−1f(y).

(4.1)
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Theorem 5. Let X be an absolutely continuous rv with df F (x) and pdf f(x) with F (x) < 1, for
all x ∈ (0,∞). Then for two consecutive values r and r + 1, 2 ≤ r + 1 ≤ s ≤ n,

E[X(s, n,m, k) + θe−X(s,n,m,k)|X(l, n,m, k) = x]

=
(
x+

θ

θ + 1
e−x

)
+

1

θ + 1

s∑
j=l+1

1

γj
, l = r, r + 1 (4.2)

if and only if X has the df

F (x) = 1− e−x−θ(x+e
−x−1), x ≥ 0, θ ≥ 0. (4.3)

Proof. We have for s ≥ r + 1,

gs|r = E[X(s, n,m, k) + θe−X(s,n,m,k)|X(r, n,m, k) = x]

=
Cs−1

Cr−1(s− r − 1)!

1

(m+ 1)s−r−1

×
∫ ∞
x

(y + θ e−y)
( F̄ (y)

F̄ (x

)γs−1[
1− (F̄ (y))m+1

(F̄ (x))m+1

]s−r−1 f(y)

F̄ (x)
dy. (4.4)

Let u = F̄ (y)/F̄ (x) = e−{(y−x)(1+θ)+θ(e
−y−e−x)}, then y + θ e−y = x+ θ

θ+1 e
−x − 1

θ+1 log u.
Thus (4.4) becomes

E[X(s, n,m, k) + θe−X(s,n,m,k)|X(r, n,m, k) = x]

=
Cs−1

Cr−1(s− r − 1)!

1

(m+ 1)s−r−1

∫ 1

0

{
x+

θ

θ + 1
e−x − log u

θ + 1

}
uγs−1[1− um+1]s−r−1du.

Set um+1 = t, to get

E[X(s, n,m, k) + θe−X(s,n,m,k)|X(r, n,m, k) = x]

= x+
θe−x

θ + 1
− Cs−1
Cr−1(s− r − 1)!(m+ 1)s−r+1(θ + 1)

∫ 1

0

log t t
γs
m+1−1(1− t)s−r−1dt

= x+
θe−x

θ + 1
− Cs−1
Cr−1(s− r − 1)!(θ + 1)(m+ 1)s−r+1

B
( γs
m+ 1

, s− r
)[
ψ
( γs
m+ 1

)
− ψ

( γr
m+ 1

)]
,

where ψ(x) = d
dx ln Γ(x) [Gradshteyn and Ryzhik, 2007, pp-540]. Since,

ψ(x− n)− ψ(x) = −
n∑
k=1

1

x− k
. [c.f. Gradshteyn and Ryzhik, 2007, pp-905]

Therefore,

E[X(s, n,m, k) + θe−X(s,n,m,k)|X(r, n,m, k) = x] =
(
x+

θ

θ + 1
e−x

)
+

1

θ + 1

s∑
j=r+1

1

γj
.
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To show that (4.2) implies (4.3), we have

gs|r+1(x)− gs|r(x) = − 1

(θ + 1)γr+1
.

Therefore,

− 1

γr+1

g′s|r(x)

gs|r+1(x)− gs|r(x)
= 1 + θ(1− e−x) [Beg and Ahsanullah, 2006]

and hence
f(x)

F̄ (x)
= 1 + θ(1− e−x).

Implying that
F̄ (x) = e−x−θ(x+e

−x−1), x ≥ 0, θ ≥ 0.
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