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SUMMARY

In this article, we establish recurrence relations for the single and product moments of order
statistics from the power generalized Weibull (PGW) distribution due to Bagdonovac̃ius
and Nikulin (2002). These recurrence relations enable computation of the means, variances
and covariances of all order statistics for all sample sizes in a simple and efficient manner.
By using these relations, we have obtained the means, variances and covariances of order
statistics from samples of sizes up to 5 for various values of the shape and scale parameters
and present them in figures.
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1 Introduction
The two-parameter Weibull distribution is a very popular distribution that has been extensively used
over the past decades for modeling data in reliability, engineering and biological studies. Owing to
its flexibilities, it can take the form of either the exponential distribution, the Rayleigh distribution
or can be skewed either positively or negatively. However, in cases where the hazard rates are
bathtub or unimodal shapes, the Weibull distribution does not provide a reasonable parametric fit.
To add more flexibility to Weibull distribution, many researchers developed many generalizations
of the Weibull distribution by adding new parameters. However, with the increased number of
parameters in the modified or extended version of the model, the forms of the survival and hazard
functions have become more and more complicated and the estimation problems have become a
challenging task (Bebbington et al., 2007; Mudholkar and Srivastava, 1993; Ghitany et al., 2005;
Wahed et al., 2009; Cordeiro et al., 2010; Silva et al., 2010; Ristić and Balakrishnan, 2012).
The power generalized Weibull (PGW) distribution is another extension of the Weibull distribution
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which was first proposed by Bagdonovac̃ius and Nikulin in (2002). Based on parameter values,
the hazard function of PGW distribution can be constant, monotone (increasing and decreasing),
bathtub shaped and upside down bathtub shaped. For more details about this extension, we refer the
readers to Bagdonavic̃ius et al. (2006). Besides, it is a right skewed heavy tailed distribution which
is not very common in life time model. The PGW family can be used as a possible alternative to the
Exponentiated Weibull family for modeling lifetime data (Nikulin and Haghighi, 2009).

Bagdonovic̃ius and Nikulin (2002) proposed the PGW distribution, which was further studied
by Nikulin and Haghighi (2006), Alloyarova et al. (2007), Nikulin and Haghighi (2009), Bagdon-
avic̃ius and Nikulin (2011), Voinov et al. (2013) and Mohie EL-Din et al. (2015). Nikulin and
Haghighi (2006) proposed chi-squared type statistic to test the validity of the Power Generalized
Weibull family based on Head-and-Neck cancer censored data. Alloyarova et al. (2007) constructed
the Hsuan-Robson-Mirvaliev (HRM)(Hsuan and Robson, 1976; Mirvaliev, 2001) statistic for test-
ing the hypothesis based on moment-type estimators and investigated its properties. Nikulin and
Haghighi (2009) obtained maximum likelihood estimates of the parameters and the flexibility of the
model was shown by using Efron’s (1988) head-and-neck cancer clinical trial data. Bagdonavic̃ius
and Nikulin (2011) proposed chi-squared goodness of fit test for right censored data. Voinov et
al. (2013) constructed modified chi-squared tests based on MLEs. Further, they studied power of
the tests against exponentiated Weibull, three-parameter Weibull, and generalized Weibull distribu-
tions using Monte Carlo simulations. Recently, Mohie EL-Din et al. (2015) obtained maximum
likelihood and Bayes estimates based on progressive censoring using step-stress partially acceler-
ated life tests. Further, they obtained the approximate and the bootstrap confidence intervals of the
estimators.

Order statistics and functions of these statistics play an important role in a wide range of theo-
retical and practical problems such as characterization of probability distributions and goodness-of-
fit tests, entropy estimation, analysis of censored samples, reliability analysis, quality control and
strength of materials (see Arnold et al. (1992) and David and Nagaraja (2003) and the references
therein for more details). The practicability of moments of order statistics can be seen in many areas
such as quality control testing, reliability, etc. For instance, when the reliability of an item or product
is high, the duration of the failed items will be high which in turn will make the product expensive,
both in terms of time and money. This prevents a practitioner from knowing enough about the prod-
uct in a relatively short time. Therefore, a practitioner needs to predict the failure of future items
based on the times of a few early failures. These predictions are often based on moments of order
statistics.

The recurrence relations and identities have great significance because they are useful in reduc-
ing the number of operations necessary to obtain a general form for the function under consideration
and they reduce the amount of direct computation, time and labour. This concept is well-established
in the statistical literature, see Arnold et al. (1992). Furthermore, they are used in characterizing dis-
tributions, which is an important area, permitting the identification of population distribution from
the properties of the sample. Kumar (2013, 2014, 2015) have established recurrence relations for
marginal and joint moment generating functions of lower generalized order statistics and general-
ized order statistics from Marshall-Olkin extended logistic, extended type II generalized logistic and
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type II exponentiated log-logistic distribution respectively. Balakrishnan et al. (2015) established
some recurrence relations for single and product moments of order statistics of the complementary
exponential-geometric distribution. Recently, Kumar et al. (2016) have established the relations for
order statistics from extended exponential distribution. The computation of moments of order statis-
tics is a challenging task for many distributions. For this reason, recursive computational methods
are often sought.

A random variable X has the PGW distribution with parameters α, β and σ, say PGW , if its
probability density function (pdf) is

f(x) =
α

βσα
xα−1

[
1 +

(x
σ

)α] 1
β−1

e1−[1+( xσ )
α]

1
β

; x > 0, α, β, σ > 0 (1.1)

the corresponding cumulative distribution function (cdf) is

F (x) = 1− e1−[1+( xσ )
α]

1
β

; x > 0, α, β, σ > 0 (1.2)

The hazard function is given by

h(x) =
f(x)

1− F (x)
=

α

βσα
xα−1

[
1 +

(x
σ

)α] 1
β−1

. x > 0. (1.3)

If β is real and non-integer and |x| < 1, then (Gradshteyn and Ryzhik 2007; p. 25)

(1 + x)β =

∞∑
k=0

(
β

k

)
xk.

One can observe from (1.1) and (1.2) that

f(x) =
α

βσα

[
1 +

(x
σ

)α] 1
β−1

F̄ (x) =
α

βσα

∞∑
u=0

( 1
β − 1

u

)
xα(u+1)−1

σαu
F̄ (x), (1.4)

where F̄ (x) = 1− F (x). Now, the relation in (1.4) will be exploited to derive recurrence relations
for the moments of order statistics for the PGW distribution.

The rest of the paper proceeds as follows: In Section 2, we describe briefly the preliminaries of
order statistics. In Section 3, we derive explicit expressions and recurrence relations for single and
product moments of order statistics. In Section 4, we provide the characterization of PGW distribu-
tion based on conditional moments of order statistics. In Section 5, we describe the computational
procedure that will produce all the means, variances and covariances of all order statistics for all
sample sizes n. The means, variances and covariances of order statistics are presented in Figures
1-3. Finally, in Section 6, we make some concluding remarks.

2 Order Statistics and Preliminaries
Let X1, . . . , Xn be a random sample of size n from the PGW distribution in Equation (1.1), and let
X1:n ≤ · · · ≤ Xn:n denote the corresponding order statistics. Then the pdf of Xr:n, 1 ≤ r ≤ n, is
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(Arnold et al., 1992; David and Nagaraja, 2003)

fr:n(x) = Cr:n[F (x)]r−1[1− F (x)]n−rf(x), 0 < x <∞, (2.1)

where f(x) and F (x) are as in Equations (1.1) and (1.2), respectively. The joint pdf of Xr:n and
Xs:n, (1 ≤ r < s ≤ n), is (Arnold et al., 1992; David and Nagaraja, 2003)

fr,s:n(x, y) = Cr,s:n[F (x)]r−1[F (y)− F (x)]s−r−1[1− F (y)]n−sf(x)f(y), 0 < x < y <∞,
(2.2)

whereCr:n = [B(r, n− r + 1)]
−1,Cr,s:n = [B(r, s− r, n− s+ 1)]

−1,B(a, b) = Γ(a)Γ(b)/Γ(a+

b) denotes the complete beta function and B(a, b, c) = Γ(a) Γ(b) Γ(c) / Γ(a+ b+ c), (a, b, c > 0)

denotes the generalized beta function.

3 Relations for Single and Product Moments of Order Statistics
In this section, we derive explicit expressions and recurrence relations for single and product mo-
ments of order statistics from the PGW distribution.

3.1 Relations for Single Moments

We shall first establish explicit expressions for jth single moments of the rth order statistics,E
(
X

(j)
r:n

)
=

µ
(j)
r:n. Theorem 1 gives an explicit expression for 1 ≤ r ≤ n and j = 0, 1, 2, . . . Theorem 2 gives an

explicit expression for 1 ≤ r ≤ n and j a negative integer.

Theorem 1. For the PGW distribution given in (1.1) and for 1 ≤ r ≤ n and j = 0, 1, 2, . . .,

µ(j)
r:n = σjCr:n

r−1∑
u=0

j/α∑
k=0

(−1)u+
j
α−k

(
r − 1

u

)(
j/α

k

)
en+u−r+1 Γ (βk + 1, n+ u− r + 1)

(n+ u− r + 1)βk+1
, (3.1)

where Γ(a, x) denotes the incomplete gamma function defined by Γ(a, x) =
∫∞
x
ta−1 etdt.

Proof. Using (2.1), we have

µ(j)
r:n = Cr:n

∫ ∞
0

xj [F (x)]r−1[1− F (x)]n−rf(x)dx

= Cr:n

r−1∑
u=0

(−1)u
(
r − 1

u

)∫ ∞
0

xj [1− F (x)]u+n−rf(x)dx

=
α

βσα
Cr:n

r−1∑
u=0

(−1)u
(
r − 1

u

)
en−r+u+1

∫ ∞
0

xj+α−1
[
1 +

(x
σ

)α] 1
β−1

e−(n−r+u+1){1+( xσ )
α}

1
β
dx

= Cr:nσ
j
r−1∑
u=0

(−1)u
(
r − 1

u

)
en−r+u+1

(n− r + u+ 1)

∫ ∞
n−r+u+1

[(
y

n− r + u+ 1

)β
− 1

]j/α
e−ydy

= Cr:nσ
j
r−1∑
u=0

j/α∑
k=0

(−1)u−k+j/α
(
r−1
u

)(
j/α
k

)
en−r+u+1

(n− r + u+ 1)βk+1

∫ ∞
n−r+u+1

yβke−ydy,
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where y = (n− r + u+ 1)
[
1 +

(
x
σ

)α] 1
β . The result follows from the definition of the incomplete

gamma function.

In particular, the mean and the variance order statistic are

µ(1)
r:n = σCr:n

r−1∑
u=0

1/α∑
k=0

(−1)u+
1
α−k

(
r − 1

u

)(
1/α

k

)
en+u−r+1Γ (βk + 1, n+ u− r + 1)

(n+ u− r + 1)βk+1
, (3.2)

and

σ2
r:n = µ(2)

r:n − (µr:n)
2

= σ2Cr:n

r−1∑
u=0

2/α∑
k=0

(−1)u+
2
α−k

(
r−1
u

)(
2/α
k

)
en+u−r+1

(n+ u− r + 1)βk+1
Γ (βk + 1, n+ u− r + 1)− (µr:n)

2
,

(3.3)

respectively.

Theorem 2. For the PGW distribution given in (1.1) and for 1 ≤ r ≤ n and j a negative integer,

µ(j)
r:n =

Cr:n
σj

r−1∑
u=0

∞∑
k=0

(−1)u+
j
α−k

(
r − 1

u

)(
j/α

k

)
en+u−r+1Γ (βk + 1, n+ u− r + 1)

(n+ u− r + 1)βk+1
.

where Γ(a, x) denotes the incomplete gamma function.

Proof. Similar to the proof of Theorem 1.

Theorem 3 establishes a recurrence relation for µ(j)
r:n. This result holds for positive as well as

negative j.

Theorem 3. For the PGW distribution given in (1.1) and for 1 ≤ r ≤ n,

µ(j)
r:n =

α

β

1
β−1∑
u=0

( 1
β − 1

u

)
σ−α(u+1)

j + α(u+ 1)

[
(n− r + 1)µ(j+α(u+1))

r:n − (r − 1) Cr;n
Cr−1;n

µ
(j+α(u+1))
r−1:n

]
.(3.4)

Throughout, we follow the conventions that µ(j)
0:m = 0 for m ≥ 1 and µ(0)

r:m = 1 for 1 ≤ r ≤ m.

Proof. For 1 ≤ r ≤ n, we have from (1.4) and (2.1)

µjr:n = Cr:n

1
β−1∑
u=0

( 1
β − 1

u

)
α

βσα(u+1)

∫ ∞
0

xj+α(u+1)−1[F (x)]r−1[1− F (x)]n−r+1dx.
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By integrating by parts, we obtain

µjr:n = Cr:n

1
β−1∑
u=0

( 1
β − 1

u

)
α

βσα(u+1)

{
n− r + 1

j + α(u+ 1)

∫ ∞
0

xj+α(u+1)[F (x)]r−1[1− F (x)]n−rf(x)dx

− r − 1

j + α(u+ 1)

∫ ∞
0

xj+α(u+1)[F (x)]r−2[1− F (x)]n−r+1f(x)dx

}

=

1
β−1∑
u=0

( 1
β − 1

u

)
α

βσα(u+1)

{
n− r + 1

j + α(u+ 1)
µj+α(u+1)
r:n − (r − 1)Cr:n

j + α(u+ 1) Cr−1:n
µ
j+α(u+1)
r−1:n

}
.

The result follows.

In particular, upon setting r = 1 in Theorem 3, we deduce the following result.

Corollary 3.1. For n ≥ 1 and j = 0, 1, 2, . . .,

µ
(j)
1:n = n

1
β−1∑
u=0

( 1
β − 1

u

)
α

βσα(u+1)[j + α(u+ 1)]
µ
(j+α(u+1))
1:n .

3.2 Relations for Product Moments

We shall first establish explicit expressions for ith and jth product moment of rth and sth order
statistics, E

(
X

(i,j)
r,s:n

)
= µ

(i,j)
r,s:n. Theorem 4 gives an explicit expression for 1 ≤ r < s ≤ n and

i, j = 0, 1, 2, . . .. Theorem 5 gives an explicit expression for 1 ≤ r < s ≤ n, i = 0, 1, 2, . . . and j
a negative integer. Theorem 6 gives an explicit expression for 1 ≤ r < s ≤ n, j = 0, 1, 2, . . . and
i a negative integer. Theorem 7 gives an explicit expression for 1 ≤ r < s ≤ n and both i and j
negative integers.

Theorem 4. For the PGW distribution given in (1.1) and for 1 ≤ r < s ≤ n and i, j = 0, 1, 2, . . . ,

µ(i,j)
r,s:n = Cr,s:nσ

i+j
r−1∑
k=0

s−r−1∑
l=0

j/α∑
p=0

i/α∑
q=0

(−1)k+l+( i+jα )−p−q
(
r − 1

k

)(
s− r − 1

l

)

×
(
j/α

p

)(
i/α

q

)
en−r+k+1 Γ[β(p+ q) + 2]

(n− s+ l + 1)βp+1(k + s− r − l)βq+1

× 1

2β(p+q)+2 (βq + 1)
2F1

(
1, β(p+ q) + 2; βq + 2; 1/2

)
,

where 2F1(a, b; c; x) denotes the Gauss hyper-geometric function defined by

2F1(a, b; c; x) =

∞∑
k=0

(a)k (b)k
(c)k

xk

k!
,

where (e)k = e(e+ 1) · · · (e+ k − 1) denotes the ascending factorial.
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Proof. From (2.2), we have

µ(i,j)
r,s:n = Cr,s:n

∫ ∞
0

∫ ∞
x

xiyj [F (x)]r−1[F (y)− F (x)]s−r−1[1− F (y)]n−sf(x)f(y)dydx

= Cr,s:n

∫ ∞
0

∫ ∞
x

xiyj [1− {1− F (x)}]r−1[1− F (x)− {1− F (y)}]s−r−1[1− F (y)]n−sf(x)f(y)dydx

= Cr,s:n

r−1∑
k=0

s−r−1∑
l=0

(
r − 1

k

)(
s− r − 1

l

)
(−1)k+l

×
∫ ∞
0

∫ ∞
x

xiyj [1− F (x)]k+s−r−l−1[1− F (y)]n+l−sf(x)f(y)dydx

=
α2Cr,s:n
β2σ2α

r−1∑
k=0

s−r−1∑
l=0

(
r − 1

k

)(
s− r − 1

l

)
(−1)k+l en−r+k+1

×
∫ ∞
0

∫ ∞
x

xi+α−1yj+α−1
[
1 +

(x
σ

)α] 1
β−1 [

1 +
( y
σ

)α] 1
β−1

× e−(k+s−r−l){1+( xσ )
α}

1
β −(n−s+l+1){1+( yσ )

α}
1
β
dydx

=
ασjCr,s:n

β

r−1∑
k=0

s−r−1∑
l=0

j/α∑
p=0

(
r − 1

k

)(
s− r − 1

l

)(
j/α

p

)
(−1)k+l+(j/α)−p

× en−r+k+1

∫ ∞
0

xi+α−1

σα

[
1 +

(x
σ

)α] 1
β−1

e−(k+s−r−l){1+( xσ )
α}

1
β

×
(

1

n− s+ l + 1

)βp+1
(∫ ∞

(n−s+l+1)[1+( xσ )
α
]
1
β

zβp e−zdz

)
dx

=
ασjCr,s:n

β

r−1∑
k=0

s−r−1∑
l=0

j/α∑
p=0

(
r − 1

k

)(
s− r − 1

l

)(
j/α

p

)
(−1)k+l+(j/α)−p

× en−r+k+1

∫ ∞
0

xi+α−1

σα

[
1 +

(x
σ

)α] 1
β−1

e−(k+s−r−l){1+( xσ )
α}

1
β

×
(

1

n− s+ l + 1

)βp+1

Γ

(
βp+ 1,

[
1 +

(x
σ

)α] 1
β

(k + s− r − l)
)
dx

= σi+jCr,s:n

r−1∑
k=0

s−r−1∑
l=0

j/α∑
p=0

i/α∑
q=0

(
r − 1

k

)(
s− r − 1

l

)(
j/α

p

)(
i/α

q

)

× (−1)k+l+((i+j)/α)−p−qen−r+k+1

(
1

n− s+ l + 1

)βp+1(
1

k + s− r − l

)βq+1

×
∫ ∞
k+s−r+1

wβq e−w Γ (βp+ 1, w) dw, (3.5)

where z = (n− s+ l+ 1)
[
1 +

(
y
σ

)α] 1
β and w = (k+ s− r+ l)

[
1 +

(
x
σ

)α] 1
β . The result follows
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by using equation (6.455.1) in Gradshteyn and Ryzhik (2007) to calculate the integral in (3.4).
The proof is complete.

Theorem 5. For the PGW distribution given in (1.1) and for 1 ≤ r < s ≤ n and i = 0, 1, 2, . . . and
j a negative integer,

µ(i,j)
r,s:n = Cr,s:nσ

i−j
r−1∑
k=0

s−r−1∑
l=0

∞∑
p=0

i/α∑
q=0

(−1)k+l+( i+jα )−p−q
(
r − 1

k

)(
s− r − 1

l

)

×
(
j/α

p

)(
i/α

q

)
en−r+k+1 Γ[β(p+ q) + 2]

(n− s+ l + 1)βp+1(k + s− r − l)βq+1

× 1

2β(p+q)+2 (βq + 1)
2F1

(
1, β(p+ q) + 2; βq + 2;

1

2

)
.

Proof. Similar to the proof of Theorem 4.

Theorem 6. For the PGW distribution given in (1.1) and for 1 ≤ r < s ≤ n and j = 0, 1, 2, . . .

and i a negative integer,

µ(i,j)
r,s:n = Cr,s:nσ

j−i
r−1∑
k=0

s−r−1∑
l=0

j/α∑
p=0

∞∑
q=0

(−1)k+l+( i+jα )−p−q
(
r − 1

k

)(
s− r − 1

l

)

×
(
j/α

p

)(
i/α

q

)
en−r+k+1 Γ[β(p+ q) + 2]

(n− s+ l + 1)βp+1(k + s− r − l)βq+1

× 1

2β(p+q)+2 (βq + 1)
2F1

(
1, β(p+ q) + 2; βq + 2;

1

2

)
,

Proof. Similar to the proof of Theorem 4.

Theorem 7. For the PGW distribution given in (1.1) and for 1 ≤ r < s ≤ n and both i and j
negative integers,

µ(i,j)
r,s:n =

Cr,s:n
σi+j

r−1∑
k=0

s−r−1∑
l=0

∞∑
p=0

∞∑
q=0

(−1)k+l+( i+jα )−p−q
(
r − 1

k

)(
s− r − 1

l

)

×
(
j/α

p

)(
i/α

q

)
en−r+k+1 Γ[β(p+ q) + 2]

(n− s+ l + 1)βp+1(k + s− r − l)βq+1

× 1

2β(p+q)+2 (βq + 1)
2F1

(
1, β(p+ q) + 2; βq + 2;

1

2

)
,

Proof. Similar to the proof of Theorem 4.

Theorem 8 establishes a recurrence relation for µ(i,j)
r,s:n. This result holds for positive as well as

negative values of i and j.
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Theorem 8. For the PGW distribution given in (1.1) and for 1 ≤ r < s ≤ n,

µ(i,j)
r,s:n = Cr,s:n

(
α

βσα

)2
1
β−1∑
k=0

1
β−1∑
l=0

( 1
β − 1

k

)( 1
β − 1

l

)
1

σα(k+l)

×
[
n− s+ 1

j + α(l + 1)
I1 −

n− s+ 1

j + α(l + 1)
I2 −

s− r − 1

j + α(l + 1)
I3 +

s− r − 1

j + α(l + 1)
I4

]
,

where

I1 = − n

i+ α(k + 1)
µ
(i+α(k+1),j+α(l+1))
r−1,s−1:n +

n

i+ α(k + 1)
µ
(i+α(k+1),j+α(l+1))
r,s−1:n

I2 = − r

i+ α(k + 1)
µ(i+α(k+1),j+α(l+1))
r,s:n +

nr

i+ α(k + 1)
µ
(i+α(k+1),j+α(l+1))
r+1,s:n

I3 = − n

(s− r − 1)[i+ α(k + 1)]
µ
(i+α(k+1),j+α(l+1))
r−1,s−2:n−1 +

n(n− s+ 1)

(s− r − 2)[i+ α(k + 1)]
µ
(i+α(k+1),j+α(l+1))
r,s−2:n−1

I4 = − r(n− s+ 1)

(s− r − 1)[i+ α(k + 1)]
µ
(i+α(k+1),j+α(l+1))
r,s−1:n +

r(n− s+ 1)

(s− r − 1)[i+ α(k + 1)]
µ
(i+α(k+1),j+α(l+1))
r+1,s−1:n .

Proof. For 1 ≤ r ≤ n, we have from (1.4) and (2.2)

µ(i,j)
r,s:n = Cr,s:n

(
α

βσα

)2
1
β−1∑
k=0

1
β−1∑
l=0

( 1
β − 1

k

)( 1
β − 1

l

)
1

σα(k+l)

×
∫ ∞
0

∫ ∞
x

xi+α(k+1)−1yj+α(l+1)−1 {[F (x)]r−1 − [F (x)]r
}

[F (y)− F (x)]s−r−1[1− F (y)]n−s+1dydx.

By integrating by parts with respect to y, we obtain

µ(i,j)
r,s:n = Cr,s:n

(
α

βσα

)2
1
β−1∑
k=0

1
β−1∑
l=0

( 1
β − 1

k

)( 1
β − 1

l

)
1

σα(k+l)

×
[
n− s+ 1

j + α(l + 1)
I1 −

n− s+ 1

j + α(l + 1)
I2 −

s− r − 1

j + α(l + 1)
I3 +

s− r − 1

j + α(l + 1)
I4

]
, (3.6)

where

I1 =

∫ ∞
0

∫ ∞
x

xi+α(k+1)−1yj+α(l+1)[F (x)]r−1[F (y)− F (x)]s−r−1[1− F (y)]n−sf(y)dydx

I2 =

∫ ∞
0

∫ ∞
x

xi+α(k+1)−1yj+α(l+1)[F (x)]r[F (y)− F (x)]s−r−1[1− F (y)]n−sf(y)dydx

I3 =

∫ ∞
0

∫ ∞
x

xi+α(k+1)−1yj+α(l+1)[F (x)]r−1[F (y)− F (x)]s−r−2[1− F (y)]n−s+1f(y)dydx

I4 =

∫ ∞
0

∫ ∞
x

xi+α(k+1)−1yj+α(l+1)[F (x)]r[F (y)− F (x)]s−r−2[1− F (y)]n−sf(y)dydx.
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By integrating by parts with respect to x, we can write

I1 = − r − 1

i+ α(k + 1)
J1 +

s− r − 1

i+ α(k + 1)
J2, (3.7)

I2 = − r

i+ α(k + 1)
J3 +

s− r − 1

i+ α(k + 1)
J4, (3.8)

I3 = − r − 1

i+ α(k + 1)
J5 +

s− r − 2

i+ α(k + 1)
J6, (3.9)

I4 = − r

i+ α(k + 1)
J7 +

s− r − 2

i+ α(k + 1)
J8, (3.10)

where

J1 =

∫ ∞
0

∫ ∞
x

xi+α(k+1)yj+α(l+1)[F (x)]r−2[F (y)− F (x)]s−r−1[1− F (y)]n−sf(x)f(y)dydx

=
Cr,s:n

Cr−1,s−1:n−1
µ
(i+α(k+1),j+α(l+1))
r−1,s−1:n−1 , (3.11)

J2 =

∫ ∞
0

∫ ∞
x

xi+α(k+1)yj+α(l+1)[F (x)]r−1[F (y)− F (x)]s−r−2[1− F (y)]n−sf(x)f(y)dydx

=
Cr,s:n

Cr,s−1:n−1
µ
(i+α(k+1),j+α(l+1))
r,s−1:n−1 , (3.12)

J3 =

∫ ∞
0

∫ ∞
x

xi+α(k+1)yj+α(l+1)[F (x)]r−1[F (y)− F (x)]s−r−1[1− F (y)]n−sf(x)f(y)dydx

= µ(i+α(k+1),j+α(l+1))
r,s:n , (3.13)

J4 =

∫ ∞
0

∫ ∞
x

xi+α(k+1)yj+α(l+1)[F (x)]r[F (y)− F (x)]s−r−2[1− F (y)]n−sf(x)f(y)dydx

=
Cr,s:n
Cr+1,s:n

µ
(i+α(k+1),j+α(l+1))
r+1,s:n , (3.14)

J5 =

∫ ∞
0

∫ ∞
x

xi+α(k+1)yj+α(l+1)[F (x)]r−2[F (y)− F (x)]s−r−2[1− F (y)]n−s+1f(x)f(y)dydx

=
Cr,s:n

Cr−1,s−2:n−1
µ
(i+α(k+1),j+α(l+1))
r−1,s−2:n−1 , (3.15)

J6 =

∫ ∞
0

∫ ∞
x

xi+α(k+1)yj+α(l+1)[F (x)]r−1[F (y)− F (x)]s−r−3[1− F (y)]n−s+1f(x)f(y)dydx

=
Cr,s:n

Cr,s−2:n−1
µ
(i+α(k+1),j+α(l+1))
r,s−2:n−1 , (3.16)

J7 =

∫ ∞
0

∫ ∞
x

xi+α(k+1)yj+α(l+1)[F (x)]r−1[F (y)− F (x)]s−r−2[1− F (y)]n−s+1f(x)f(y)dydx

=
Cr,s:n
Cr,s−1:n

µ
(i+α(k+1),j+α(l+1))
r,s−1:n , (3.17)
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J8 =

∫ ∞
0

∫ ∞
x

xi+α(k+1)yj+α(l+1)[F (x)]r[F (y)− F (x)]s−r−3[1− F (y)]n−s+1f(x)f(y)dydx

=
Cr,s:n

Cr+1,s−1:n
µ
(i+α(k+1),j+α(l+1))
r+1,s−1:n . (3.18)

The result follows by combining (3.6), (3.7)-(3.10) and (3.11)-(3.18).

In particular, upon setting s = r + 1 in Theorem 8, we deduce the following result.

Corollary 3.2. For the PGW distribution given in (1.1) and for 1 ≤ r ≤ n,

µ
(i,j)
r,r+1:n = Cr,r+1:n

(
α

βσα

)2
1
β−1∑
k=0

1
β−1∑
l=0

( 1
β − 1

k

)( 1
β − 1

l

)
1

σα(k+l)

×
[

n− r
j + α(l + 1)

I1 −
n− r

j + α(l + 1)
I2

]
,

where

I1 = − n

i+ α(k + 1)
µ
(i+α(k+1),j+α(l+1))
r−1,r:n−1 +

n

i+ α(k + 1)
µ
(i+α(k+1),j+α(l+1))
r,r:n−1 ,

I2 = − r

i+ α(k + 1)
µ
(i+α(k+1),j+α(l+1))
r,r+1:n +

nr

i+ α(k + 1)
µ
(i+α(k+1),j+α(l+1))
r+1,r+1:n .

4 Characterization
In this section, we characterize the PGW distribution based on conditional moments of order statis-
tics. Let L(a, b) denote the space of all integrable functions on (a, b). A sequence (hn) ⊂ L(a, b) is
called complete on L(a, b) if for all functions g ∈ L(a, b) the condition∫ b

a

g(x)fn(x)dx = 0, n ∈ N

implies g(x) = 0 a.e. on (a, b). We start with the following result of Lin (1986).

Proposition 4.1. Let n0 be any fixed non-negative integer, −∞ ≤ a < b ≤ ∞ and g(x) ≥ 0

an absolutely continuous function with g′(x) 6= 0 a.e. on (a, b). Then the sequence of functions{
(g(x))

n
e−g(x), n ≥ n0

}
is complete in L(a, b) if and only if g(x) is strictly monotone on (a, b).

Using the above proposition, we obtain a stronger version of Theorem 3.

Theorem 9. Let X be a non-negative random variable having an absolutely continuous cdf F (x)

with F (0) = 0 and 0 < F (x) < 1 for all x > 0. Then

µ(j)
r:n =

α

β

1
β−1∑
u=0

( 1
β − 1

u

)
σ−α(u+1)

j + α(u+ 1)

[
(n− r + 1)µ(j+α(u+1))

r:n − (r − 1) Cr;n
Cr−1;n

µ
(j+α(u+1))
r−1:n

]
.

(4.1)
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if and only if

F (x) = 1− e1−[1+( xσ )
α]

1
β

; x > 0, α, β, σ > 0.

Proof. The necessary part follows immediately from equation (3.4). On the other hand if the recur-
rence relation in equation (4.1) is satisfied, then on using equations (1.4), we have

Cr:n

∫ ∞
0

xj [F (x)]r−1[1− F (x)]n−rf(x)dx =

α

β

1
β−1∑
u=0

( 1
β − 1

u

)
1

σα(u+1)

{
(n− r + 1)Cr:n
j + α(u+ 1)

∫ ∞
0

xj+α(u+1)[F (x)]r−1[1− F (x)]n−rf(x)dx

− (r − 1)Cr:n
j + α(u+ 1)

∫ ∞
0

xj+α(u+1)[F (x)]r−2[1− F (x)]n−r+1f(x)dx

}
. (4.2)

Integrating the last integral on the right hand side of equation (4.2),by parts we get

Cr:n

∫ ∞
0

xj [F (x)]r−1[1− F (x)]n−rf(x)dx =

α

β

1
β−1∑
u=0

( 1
β − 1

u

)
1

σα(u+1)

{
(n− r + 1)Cr:n
j + α(u+ 1)

∫ ∞
0

xj+α(u+1)[F (x)]r−1[1− F (x)]n−rf(x)dx

− (n− r + 1)Cr:n
j + α(u+ 1)

∫ ∞
0

xj+α(u+1)[F (x)]r−1[1− F (x)]n−rf(x)dx

+ Cr:n

∫ ∞
0

xj+α(u+1)−1[F (x)]r−1[1− F (x)]n−r+1f(x)dx

}
.

which reduces to

Cr:n

∫ ∞
0

xj [F (x)]r−1[1− F (x)]n−r

f(x)− α

βσα

1
β−1∑
u=0

( 1
β − 1

u

)
xα(u+1)−1

σαu
F (x)

 dx = 0.

It now follows from Proposition 1

f(x) =
α

βσα

1
β−1∑
u=0

( 1
β − 1

u

)
xα(u+1)−1

σαu
F (x) or

f(x)

F (x)
=

α

βσα

1
β−1∑
u=0

( 1
β − 1

u

)
xα(u+1)−1

σαu

which proves that

F (x) = 1− e1−[1+( xσ )
α]

1
β

; x > 0, α, β, σ > 0.
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5 Computational Techniques

In this section, we describe the recursive computational algorithm that will produce all the means,
variances and covariances of all order statistics for all sample sizes n in a simple recursive manner.
We describe the computational procedure for the single and product moments separately below so
that the method of computation becomes clear.

Starting with the initial values given by (3.2) and (3.3) ,the recurrence relations in Theorem 3
and Corollary 3.1 can be used recursively to compute the first two moments of all order statistics
for sample sizes n = 2, 3, . . .. From the resulting values, variances of order statistics can be readily
computed. These moments were checked by using the identities

n∑
r=1

µ(j)
r:n = nµ

(j)
1:1, j = 1, 2.

In Figure 1, we have presented the means of all order statistics for sample sizes n = 1(1)5 and
σ = 0.25(0.25)1.25 and we observe that the mean of order statistics is increasing with respect to σ.

Figure 1: Mean of order statistics for σ = 0.25, 0.5, 0.75, 1.0, 1.25.

For computing covariances of order statistics, all the product moments µ(1,1)
r,s:n can be computed in

a systematic manner. Starting with the initial values given by (3.1) , the recurrence relations in The-
orem 8 and Corollary 3.2 can be used recursively to compute µ(1,1)

r,s:n for all r, s and n = 2, 3, . . .. The
accuracy of their computation was checked by the well-known identities for any arbitrary continuous
distribution

n∑
r=1

n∑
s=1

σr,s:n = nσ1,1:1,
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and

n∑
s=r+1

σr,s:n +

r∑
i=1

σi,r+1:n =

(
rµ

(1)
1:1 −

r∑
i=1

µ
(1)
i:n

)(
µ
(1)
r+1:n − µ(1)

r:n

)
, 1 ≤ r ≤ n− 1,

where σr,s:n = µ
(1,1)
r,s:n − µ(1)

r:nµ
(1)
s:n (see Joshi and Balakrishnan (1982)).

Figure 2: Variance of order statistics for σ = 0.25, 0.5, 0.75, 1.0, 1.25.

Figure 3: covariance of order statistics for σ = 0.25, 0.5, 0.75, 1.0, 1.25.

The variances and covariances are presented in Figures 2 and 3 of all order statistics for sample
sizes n = 1(1)5 and σ = 0.25(0.25)1.25 and we observe that the variances and covariances of order
statistics is decreasing with respect to σ.
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6 Discussion

In this paper, recurrence relations for single and product moments of order statistics from PGW
distribution have been derived. The recurrence relations for moments of order statistics are important
because they can be helpful in reducing the amount of direct calculations needed to calculate the
moments, and they can be used in a simple recursive manner to express the unknown higher order
moments in terms of order statistics thus making the evaluation of higher moments easy. Also
they can be used to characterize the distributions. We see that the moments of order statistics of the
distribution are well behaved. This will encourage the study of the other properties of order statistics
for a future research.
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A R-code for computing the moments of order statistics

n=1
for(r in 1:n) {

alpha=0.5
beta=0.5
sigma=3
j=1
order1=0
N=100 #max value 150
for(u in 0:(r-1)) {

for(p in 0:N) {
for(v in 0:(beta*p)) {

order1 = order1 + (sigmaˆ{j})*(gamma(n+1)/(gamma(r)*gamma(n-r+1)))

*((-1)ˆ(u+p+(j/alpha)))*choose((r-1),u)*choose((beta*p),v)

*(gamma((j/alpha)+1)/gamma((j/alpha)+1+p))

*((u+n-r+1)ˆ{-v-1})*gamma(v+1)/gamma(p+1)
}

}
}
print(round(c(order1),6))

}
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